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Abstract. The importance of solving problems arising from text
classification in to-day’s world is undeniable, due to the fact that a
huge amount of textual in-formation of different kinds is generated,
which needs some processing and analysis.

The purpose of the paper is to find the best way to automate the
classi-fication of industrial safety audits on the example of a large
industrial enter-prise. Existing solutions and tools in the field of text
classification problems were investigated. This work was carried out
using the Scikit-Learn library. Based on a sample of 28,000 industrial
safety au-dits, which were evenly divided into 14 classes, several
different methods provided by the library were tested. During the
analysis of the results, the linear method was proposed as the most
accurate and fastest method investi-gated. Although this method
does not provide the full level of reliable classi-fication required from a
practical point of view, the results can noticeably simplify and speed
up staff work.
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Annomayus. BaxxaocTs perrieHusi mpobJieM, BOSHUKAIONINX IPH
KJraccuUKAIUU TEKCTOB, HEOCIIOPUMA B CBSI3H C TEM, UTO B COBPEMEH-
HOM MUPE€ NeHEPUPYETCsl OTPOMHOE KOJIMIECTBO TEKCTOBOM HHGpOpMa-
MY PA3JIMIHOTO POJia, KOTOpasl HYKJIaeTCsl B HEKOTOPOoil obpaboTke
u anasu3ze. [lepio JaHHON PabOThI SIBJISIETCS TIOUCK HAMJIYUIIEro CIIOo-
coba aBTOMATHU3AINN KJIACCU(PUKAIINN ayINTOB IPOMBIIIICHHON 6e3-
OIIACHOCTH Ha MPUMepPe KPYITHOTO IMPOMBIIIJIEHHOIO IpeanpusTus. B
XOJIe UCCJICJIOBAHUsT OB M3YyU€HbI CYIIECTBYIOIIUE DEIeHUsT U WH-
CTPYMEHTBI B 00J1aCTH 33189 KJIaccuduKaln TeKCTOB. Pabora ObLia
BBITIOJIHEHA € UCTOIb30BanneM 6ubmoreku Scikit-Learn. Ha ocrose
BBIOOPKU 13 28 THICAY Ay IUTOB IIPOMBIILIEHHON 0€3011acHOCTH, KOTO-
pble OBLIN PABHOMEPHO pasjiesieHbl Ha 14 KJ1accoB, OBLIO MPOTECTHPO-
BaHO HECKOJIBKO Pa3JIMYHBIX METOJIOB, MPEIOCTABIIsIEMbIX OUOIHOTE-
Koil. B xome ananuza pe3ysibTaToOB JIMHEHHDIN METO OBLI IIPEII0KEH
Kak HauboJjiee TOUHBIN U OBICTPHIN U3 UCCJIEIOBAHHBIX. XOTS 3TOT Me-

TOd He obecIieuynBaeT II0JIHOIO YPOBH#A Ha,ZLe}KHOﬁ KJIa,CCI/ICbI/IKaLLI/II/I,
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TPebyeMoro ¢ MpakTUIeCKOH TOYKHU 3PEHUsl, PE3YIbTATHI MOLYT 3a-
METHO YIIPOCTUTH U YCKOPUTH PabOTy MEepCOHAJIA, PEIIAOIIEro mpesi-
CTaBJIEHHBIE 32 a4,
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Introduction

Machine learning is now widespread in many aspects of human activity.
For example, a computer can recognize images in photos, make medical
diagnoses, solve legal issues, make predictions about the situation in the
stock markets, and this is only a small part of the tasks solved by modern
intelligent systems [1-5|. Many people use such systems, sometimes without
knowing it, for example, when receiving search engine results, encountering
contextual advertising on the Internet, using spam filtering and in many
other situations. Programs, like humans, learn by analyzing data in different
areas. At the same time, each problem requires its own specific set of data
to learn and its own model [6].

The importance of solving the problems of text classification has
increased sharply due to the fact that in the modern world a huge
amount of textual information of different plan (technical, scientific, creative
and other directions) is generated. Classification as a problem is one
of the rapidly developing fields and has wide application horizons in
information processing and data mining. Various architectures, approaches
and algorithms have been proposed in scientific publications, e.g. [7-9].

The task of classifying documents related to industrial safety is no
exception. For example, in [10] a method based on automatic classification

of construction accident messages, which can be useful in developing risk
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management strategies is proposed, in [11] the authors apply classification of
texts based on the use of ontologies and propose an ontology of construction
safety domain and its corresponding knowledge base.

According to our calculations, at the researched enterprise, which is
being automated, a user spends from 10 to 30 seconds to fill in one field of
an industrial safety audit in an electronic document. More than 70 thousand
industrial safety audits can be generated in a year. If the classification
process were to be automated, about 200 to 600 hours of work time could
be saved.

This is the purpose of this study, which is to find the best way to
automate classification of industrial safety audits on the example of one
enterprise for further routing of such documents. In solving this task the
problems of text classification were studied, several different methods of
classification of industrial safety audits were applied, the obtained results
were compared and conclusions about the effectiveness of the considered

methods were drawn.

Methods

Classification refers to machine learning “with a teacher”, which requires
partitioned training data. The classification algorithm has to assign a
document to one of the classes, the list of which is known in advance. As
a process, classification typically proceeds as follows: preprocessing, object
design, dimension decomposition, model selection and model evaluation. In
[12] an overview of each step and a review and comparison of classification
algorithms are provided, while in [13-15] authors discusses methods and
problems associated with different approaches to data mining, including
machine learning-based text analysis.

An important part of text classification is text preprocessing. In [16]
preprocessing of the native language text is defined as bringing the text
into a form that is suitable for further work. That is, the first step is to
obtain a set of texts that are used as the research base.

A total of 28 000 industrial safety audits were downloaded from the

existing database and divided uniformly into 14 classes. By class, we mean
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the “Theme” field of the document. All audit text fields (“Justification”,
“Location”, “Observation”, etc.) were merged into one text field. Thus, the
resulting file represented a table, where the first “theme” column is the
security audit class (topic) and the second “description” column is the
document text fields. The text in the “description” column was stripped
of punctuation marks and numbers, reduced to lower case and each word
written in its initial form. For clarity, Figure 1 shows a word cloud (in
Russian) of the “description” field without preprocessing (left) and with

processing (right), and Figure 2 shows an example of prepared data.

O [COUTBETTTBAW T 0 BT RIS SOET
llpoBeaeHa 6becepa nposeaeHve paboTa

100
MPOM3BoAC TBa; RagoT paboynini MecTo
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Fig. 1. Word cloud before preprocessing (left) and after processing (right)

The study then used 20% of the data for the test sample and 80% for
the training sample.

Then it is required to represent the document in the form of
some numerical model. Most often, a document is represented as a
multidimensional vector [17]. One simple vectorization method is the “Bag
of words” (BOW) [18].

The accuracy of classification depends on the choice of hyperparameters.
Hyperparameters are often selected using a matching method, although
there are also special functions that allow automating this. Once the
hyperparameters have been selected, the classifier can be started.

After training the classifier on a training sample. The classifier “predicts”

classes for the test sample. This builds an error matrix.
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Beon [2 df = pd.read csv('~/Padouymih cton/FT/full.csv', usecols=[*theme*,"description new"])
df .head()
theme description_ new
0 _ bel_ Oprasaauws npieeesus_pador NPOBOMTE WCNMTAHME NECTHRUA CIIYTX OTCTORNNE
1 _ bl Oprasiaiys_nposapeess_pador NEORNMTE WCMMTAME NECTHHLA CITYOX OTCTORNME
2 _abel_ Cpramuaayms nposegesun pafor  Gannos MaxogMTicn ORI MecTD NONagaTs. ConM
3 _ label_ Cpramoayes_nposegesdn_pafor NOMSLIEHAS KYXHA MCNONLIOSATLCA CynMaTop Gurosc
4 _ lbel Cpramoape nposegessn pafior  paGoTHn noguem NOHIOH WORONLICEATE NPHCTAMOR

Fig. 2. Example of prepared data

One of the main evaluations of the quality of the classifier is precision,
which is calculated as the ratio of true positives to total positives. The
second parameter is recall, which is the ratio of true positives to all possible
positives. Another characteristic is the weighted average value of accuracy
and completeness. This is called the F-value. F varies from 0 to 1, where 1
is the best (ideal) value for F.

The Scikit-Learn library for the Python programming language was used
for the study, providing the necessary machine learning algorithms as well as
supporting tools and utilities. It provides a standardised API, which makes

it user-friendly and easy to use. More information about Scikit-Learn can
be found in [19-21].

Vectorization of the texts was done using the CountVectorizer class,
which is based on the BOW model. The result was a matrix that contained
the number of occurrences of each word. The GridSearchCV class was used
for parameter selection — a grid search. The input is a model and various
values of hyperparameters (hyperparameter grid). Then, for each possible
hyperparameter values combination, the method calculates the error and
chooses the combination at which the error is minimal. More details can be
obtained in [22].

Results and Conclusions

The following methods from Scikit-Learn library were chosen for
comparison: MultinomialNB (probabilistic), KNeighborsClassifier (metric),
Random-ForestClassifier (logical), LinearSVC (linear) and MLPClassifier.
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MultinomialNB method represents an implementation of Naive Bayes.
KNeighborsClassifier represents an implementation of the k-nearest
neighbour method. The basic idea is that if some point A is very far from
point B, and B is very close to point C, then A and C are also far away
from each other and there is no need to calculate the distance between
them. The data structure used is in the form of trees. In the current model
the option auto is selected for the algorithm parameter, i.e. the method is
selected automatically; the parameters are set so that the closer neighbours

have more influence.

RandomForestClassifier is an implementation of decision tree method,

while LinearSVC method is based on reference vector method.

In order not to complicate the conclusions presented, the chosen
parameters for the above methods will not be given in detail in this paper.
The MLPClassifier method was run with default parameters due to long

running.

Summary tables were obtained for each of the methods. As an example,
the results obtained for KNeighborsClassifier and LinearSVC methods are

shown in Figures 3 and 4 respectively.

Program time: 6.885319995886127 seconds.
precision recall fl-score
support
label Bepewst ROKymenTaund 0.59 8.67 9.63
324
label Wcnonuicaanse mncTpymenTa, CTanxon 8.62 8.53 8.57
438
label Kynurypa mpowisoncrsa .35 8.34 6.3%
398
Label  0GO3ININEHHA, 3HINA, TIBNM<KA e.68 .52 8.59
558
Label _Opranwaauna_npooegenws pabor 6.43 8.57 8.49
288
label Ogopmnenwe naproa-gonycsa 8.76 8.57 8.65
565
Label Moaegeiwe paboTiwsa 0.48 6.58 0.47
64
label  Morpy304nc - pasrpylovise pabotu 0.46 0.57 9.51
325
label Nomapuan_ GeacnacwocTs e.63 8.57 8.68
463
label (M3 6.65 8.56 8.68
438
label Cxnapwpobamst PPONYKUMN, QETINCH, 3ANYSCTCH, HAMAYNG TEXMONOr WYCCKMK K3pT 0.61 8.57 0.59
429
Label CocToanwe JRaMHA, COOPysCMAR, OO0PYRODINAR 0.47 8.58 9.52
358
label Tpancnoprmue cpencrsa 6.63 8.7 8.66
349
Label 3nexrpobesonacHocTa 0.53 8.57 9.5%
396
accuracy 8.56
5585
mcro avg 0.56 8.56 8.56

Fig. 3. Result of applying the KNeighborsClassifier method
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Table
Table of results for the different methods

Method Learning time, in secs | F
MultinomialNB 0.9 0.63
KNeighborsClassifier 6.9 0.56
RandomForestClassifier | 36.6 0.65
LinearSVC 8.9 0.65
MLPClassifier 1573.5 0.58

A summary table with precision, recall and F-value (fl-score) estimates
was also obtained. The data are presented in Table 1. The most important
value for our study is the average F-value for all classes.

It was found that RandomForestClassifier and LinearSVC methods
have the best F-value. Nevertheless, LinearSVC method is faster than
RandomForestClassifier.

In the future, it is planned to conduct additional research related to the
choice of other methods of text vectorization. For example, methods based
on neural networks that convert words into “meaningful vectors” 23], as
well as the use of ensembles of methods [24].

This study investigated the stages of classification and the possibilities
of using automation to classify texts related to industrial safety audits.
A comparison of industrial safety audit classification methods based on
the application of methods and tools provided by the Scikit-Learn library
was performed. During the analysis of the results, it was proposed to use
LinearSVC method as the most accurate and fastest of the investigated
ones.

The LinearSVC method was implemented in a corporate document
analysis system for further testing on real data.

Although this method does not provide the full level of reliable
classification required from a practical point of view, the results of its work
can significantly simplify and speed up the work of company employees
involved in processing of industrial safety audits, which was found as a

result of testing the use of this approach.
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Program time: 8.93991756439209 seconds.
precision recall fl.score
support
label  Beacwae ROKYSSH T ILAR e.712 .65 8.68
410
label WMcnonuicsanse ANCTRYMEWTA, CTAHWXOB 8.69 a.67 8.c8
389
label Kynutypa mpoMisoncrea e.38 9.44 8.41
336
Label O6Gosnauewna, 3nasm, TaANWIKA 8.71 9.65 9.68
465
Label Oprawwiagwa_npoocpenua_pador .51 9.65 8.57
391
label Ogopmncwee HAPRAA - ZONYCKA e.78 a.m a.17
432
Label_ Moscaenwe patorwesa e.52 0.59 8.56
384
label Morpysounc-pasrpylovmse paborw 8.63 8.65 8.64
387
label Nomapean_GeI0A3CHOCTE .75 8.713 a.74
429
label (M3 8.69 6.68 8.68
378
label Cxnagupopamne NPORYXULMN, RETINCH, 3ANYICTEM, MAAMYNEG TEXMONOMMYECKMK K3QT e.69 a.62 9.66
444
Label Cocroswse 3zawnid, coopyscwsid, oSopyRODaMAR 8.65 9.62 8.63
448
label Tpawcnoprmde Cpencred e.74 9.69 8.72
412
Label 3nextpobesonacnocTe 8.68 8.711 8.7
418
accuracy .66
5585
mcro avwg 8.65 9.65 .65
Fig. 4. Result of applying the LinearSVC method
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